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Résumé

Consider a plane curve B defined as the projection of the intersection of two algebraic surfaces in R3. In general,
B has singular points and thus is not a manifold. We aim at computing a topologically exact representation of B
within a box of the plane using certified numerical algorithms. In a recent work, authors show how to describe
the set of singularities X of B as regular solutions of a so-called ball system suitable for a numerical subdivision
solver. Here, the space curve is first enclosed in a set of boxes with a certified path-tracker to both restrict the
domain where the ball system is solved and determine B\ L. A combinatorial representation of B is finally given,
encoded as a non-embedded graph. We experimented our method and got promising results.

1. Introduction

Let C be a smooth space curve defined as the intersection of
two algebraic surfaces P = Q = 0, with P, Q polynomials in
R[x,y,z]. We aim at computing the geometry and the topol-
ogy in a compact domain By C R? of B = Ty (C) where
Ty : R? — R? denotes the projection in the (x,y)-plane. In
general, 3 is not smooth and has singular points, i.e. points
where B has no well defined tangent direction. Generically,
the only singular points of a projected curve are transversal
crossings of two branches of the curve, called nodes.

By computing the geometry of B, we mean being able to
draw it with an arbitrary precision. We address this problem
by tracking, with a certified interval path tracker, the space
curve C. The output of this step is a sequence of boxes (i.e.
multi-dimensional extensions of intervals) of width as small
as desired which union encloses the space curve, and can be
projected in the plane to draw B.

By computing the topology we mean first isolating the
singular points of 3, that is giving a set of boxes of By such
that each singularity of B in By lies in a box, and each box
contains a unique singularity. In a previous work, we have
shown how the singularities can be described as the regular
solutions of a so-called ball system involving 4 equations
in 4 unknowns. This characterization does not use resultant
or sub-resultant theory, which main disadvantage is involve
large polynomials in term of degree, bit-size and number of
monomials. The ball system can be solved within R* with a
certified numerical solver based for instance on intervals and
subdivision. We use here the geometry of the space curve,
that is the boxes enclosing it, to restrict the solving domain
of the ball system. Experiments show the efficiency of this
approach to isolate singularities of 1.
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Then, we show how encoding the topology of 3 in a com-
binatorial structure to describe its homeomorphism class. It
is done by locating uniquely the nodes of the projections in
two boxes enclosing the space curve. The structure encoding
the topology proposed here is a non-embedded graph.

A special occurrence of our problem is the case where
Q = P;, where P; denotes the derivative of P with respect to
z. The projected curve B of C defined by P = P, = 0 is called
the apparent contour of the surface P = 0. Generic singular
points of B are nodes and cusps, i.e. projections of points
where C has a vertical tangent. Fig. 1 shows, for a torus P =
0, its intersection with the surface P, = 0 in bold line and its
apparent contour that has cusp and node singularities.

The paper is organized as follows. Sec. 2 describes how
the curve C is enclosed. Sec. 3 defines the ball system and
shows how the enclosure of C is used to restrict its solving
domain. It also present an algorithm to determine the type
of a singularity (node or cusp) isolated with the ball system,
when B is an apparent contour. Sec. 4 is dedicated to the
computation of the graph encoding the topology of B. Sec. 5
reports experiments on the isolation of the singularities of
B with our approach, and Sec. 6 concludes. The remaining
of this section presents previous and related works, defines
formally objects we aim at computing, basics about interval
arithmetic and certified numerical methods.

1.1. Previous works

State-of-the-art symbolic methods that compute topology
of plane real curves defined by polynomials mainly use
resultant and sub-resultant theory to isolate critical points
[Hon96, MPS*06]. There are some alternatives, using for
instance Groebner bases and rational univariate represen-
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Figure 1: Top: a torus P = 0, in bold line the curve P =
P, = 0, its apparent contour, and a zoom zone. Bottom: a
detail, with antecedents by projection of cusps and nodes
singularities.

tations [CLP*10]. Once singularities are isolated, the local
topology around singularities is computed, and they are con-
nected together with a sweeping algorithm. The topology is
thus encoded as an embedded graph that describes the ambi-
ent homeomorphism class of the curve.

Numerical methods together with interval arithmetic are
able to compute and certify the topology of a non-singular
curve when the interest area is a compact subset of the
plane [MGGJ13, KX94, PV04]. However they fail near any
singular point of the curve. Isolating singularities of a pla-
nar curve f(x,y) = 0 with a numerical method is a chal-
lenge since the set of singular points is described by the
non-square system f = %—{ = %f = 0, and singularities are
not necessarily regular sdlution)s of this system. The latter
system can be translated into a square system using combi-
nations of its equations with first derivatives [Ded06], and
non-regular solutions can be handled trough deflation sys-
tems [OWMS3, LVZ06], but the resulting systems are usu-
ally still overdetermined.

Starting with the work of Whitney [Whi55], the catastro-
phe theory was developed to classify the singularities arising
while deforming generic mappings (see [AVGZ88, Dem00]
for example). From an algorithmic point of view, the authors
of [DL13] use elements of the catastrophe theory to derive
an algorithm isolating the singularities arising in mappings
from R? to R%.

More specifically, the problem of isolating the singulari-
ties of the projection of a generic algebraic space curve was
investigated in [IMP15b]. The authors use resultant and sub-
resultant theory to represent the set ¥ of singularities as the
solutions of a regular bivariate system suited to a branch
and bound solving approach. To overcome the drawbacks of
resultant and sub-resultant, [IMP15a] studies the geometric
configurations of the space curve that induce singularities on
the projected curve, and describes elements of X as the reg-
ular solutions of the ball system involving 4 equations in 4
unknowns.

1.2. Notations and definitions

Lowercase boldface letters denote real intervals and upper-
case boldface letters boxes, that are vectors of intervals.
Let x be a real interval, /(x) denotes its lower bound, u(x)
its upper bound and w(x) its width defined as u(x) — /(x).
Let X = (xq,...,Xz) be a box, 0X denotes the bound-
ary of X that is the set (I(x;),...,Xn) U (u(x1),...,Xn) U
s U Xy 1(X0)) U (X1, - u(Xa)). w(X) is defined as
maxy <i<,w(X;).

For a polynomial P in R[xy,...,xs], Py, denotes its partial
derivative with respect to x;, and Py,y; its derivative with re-
spect to x; and x;. Let Py,...,P, € Rlxq,...,Xs], a solution
xof Py =... =P, =0 is said to be regular if the jacobian
matrix A = [g; j] where a; j = (P;)x; evaluated in x has full
rank. Otherwise x is said to be singular.

Cursive letters will denote sets of points. In this paper
we mostly work with points, boxes and curves in R?, R?
or R*. We use the following naming scheme: objects in R?
are named with the letter B, in R? with the letter C and inR*
with the letter D.

1.3. Objectives

Consider now 2 polynomials P, Q in 3 unknowns, and the set
C={peR?P(p)=0Q(p) =0}. Our goal is to compute both
a geometrical and a topological description of the projection
B=m (C) in a box By = (X, yo) of R2. Let Cy be the set
of R? above By (i.e. Cyp = By x R), and dC be the boundary
of Cy, that is the set 0By x R. In what follows, C will denote
CNCy and B will denote BN By.

We assume that C satisfies the assumptions in Subsec. 2.1
and 3.1. These assumptions are generic in the sense that they
are met for almost all choices of curves and coordinate sys-
tems, see for instance [Dem00] for the concept of generic-
ity. According to our assumptions, C intersects the boundary
dCy in a finite set of points. Hence C has several connected
components C L ...,C"each being either diffeomorphic to a
circle, or to the segment [0, 1].

Definition 1 ( e-approximation) We say that a sequence of
boxes (C;)7, is an g-approximation of a connected compo-
nent C¥ if C* c U™, C;, and for all 1 <i < m:

(i) ck¥NC; is diffeomorphic to [0, 1],

(ii) w(Ci) <e,

(iii) C¥N(C;UCyyy) is diffeomorphic to [0,1] for i < m,

(iv) Vi<i—1,CiNCj=0fori<m

© AFIG 2015.
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Moreover, if CX is diffeomorphic to a loop, we require that
CcFn(CnrUC)) is diffeomorphic to [0, 1], otherwise, Cpn N
C =0

This definition allows us to draw an algebraic curve with
the guarantee that any point of the drawing is at most at dis-
tance € from the original curve, and reciprocally. Obviously
the projection of such a drawing of the curve C is also a
good geometric approximation of the projected curve. Top
part of Fig. 2 represents €-approximations of the two con-
nected components of the curve C over By for the example
of the torus and their projections.

If we are interested in preserving topological properties,
then we need to compute a graph homeomorphic to the
curve.

A labeled graph G is a triplet of 3 finite sets (V,E,L)
equipped with 2 functions e : E -V xV and y:V — L.
The set V = {vi,...,v} is the set of vertices of G, E =
{e1,...,em} is the set of edges of G and L are the labels of
the vertices of G. The application e defines the 2 extremi-
ties of each edge, and 7y defines the labels of each vertex.
Note that with this definition, edges of G can be loops (i.e.
e(e;) = (vj,v})) and several edges can connect two vertices
(i.e. e(e;) = e(e})). If we identify each edge with the seg-
ment [0, 1], a graph can be naturally seen as a topological
space ( [GT87, §1.3.2, p. 18]).

Moreover under our assumptions, the singularities of the
projected curve are either nodes or cusp and we want to re-
cover this information on the graph with labels.

Definition 2 (Graph homeomorphic to the projection) We
say that a labeled graph G is homeomorphic to the projection
of C if the topological space associated to G is homeomor-
phic to 7, ) (C), and each vertex is labeled cusp (resp. regu-
lar or node) if the corresponding point in the algebraic curve
is a cusp (resp. regular or node) point.

Bottom part of Fig. 2 represents such a graph G homeo-
morphic to the apparent contour of a torus. In the next sec-
tions, we will show how to compute efficiently these 2 kinds
of outputs.

1.4. Numeric certified tools

Numeric certified tools used here are based on interval arith-
metic (see [Neu90, Kea96, MKC09, Sta95]), that is a way
of computing with intervals (which endpoints are floating
numbers) instead of computing with floating numbers, while
carefully handling rounding to overcome numerical approxi-
mations that naturally occur with floating number arithmetic.

1.4.1. Interval arithmetic

Usual arithmetic operations such as additions, multiplica-
tions and so on can be extended to intervals and boxes. Let-
ting * being an operator and ® its interval extension, one has
X®Y 2 {xxyxeX,yeY}.

Polynomials, seen as combinations of such operations,
can thus be evaluated over intervals or boxes. If Pj is a poly-
nomial and X a box, the evaluation of P; over X results in an
interval Y that satisfies Y O {P;(x)|x € X}, and in general

© AFIG 2015.

Figure 2: Top: e-approximations of components of C over
a box By, and their projections. Bottom: A graph G (more
precisely its associated topological space) homeomorphic to
the projection of C. Black circles represent vertices of G la-
beled regular, black diamonds represent vertices of G la-
beled node and black triangles represent vertices of G la-
beled cusp.

one has Y D {P; (x)|x € X}. As a consequence, if 0 ¢ Y then
one can certify that P does not have any root in X.

1.4.2. Criteria for existence and uniqueness of solutions

Let Py,...,P, be n polynomials in n unknowns, S = {P| =
0,...,P, = 0} the associated system of equations. A box
X C R" isolates a solution of S if there exists a unique x € X
such that Py (x) = ... = Py(x) = 0.

Several criteria can be found in the interval arithmetic lit-
erature that certify existence and uniqueness of a solution of
S in a box, see for instance [Neu90, Kea96, MKC09, Sta95].
Most of them are based on the Brouwer fixed point theorem
and use interval Newton operators that contract a box around
a solution.

Letting F be the multi-variate function with components
Pi,...,P, and X an interval of R", interval Newton opera-
tors are of the form N(X) =y+V, where y € X, and Vis a
box containing solutions of the linear system J(X)v = F(y)
where J(X) is the interval evaluation of the jacobian ma-
trix of F. Among other interval Newton operators is the
Krawczyk operator ( [Kra69,Kea96]) that takes y as the mid-
dle of X and an approximate inverse of the derivative of F
in y to determine the box V. Let us note K the Krawczyk
operator for the system S. Important results about Krawczyk
operator used in interval numerical tools are:
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Algorithm 1 IsolateSols (S, Xp)

Algorithm 2 Track (< P,Q >, Cy, Cy, &)

Input: An initial domain Xy C R" possibly unbounded, a
system S of n polynomials in n unknowns with only reg-
ular solutions in Xy, a contractor Kg.

Output: A set X* of boxes such that:

e boxes of X* are pairwise disjoint,
e xisasolutionof § = IX € X* st. x € X,
e X e X* = X contains a unique solution of S
o XeX* = Ky(X) Cint(X).
e Ks(X) C int(X) = X contains a unique solution to S.
o K¢(X) C in ( ) = the sequence X0 = x, x(+) =
KS(X( ) converges quadratically.

e Kg(X)NX =@ = there is no solution to S in X.
where int(X) is the interior of X, i.e. the set X\ 0X

In what follows we will call contractor an operator that
verifies these three properties.

1.4.3. Certified numerical isolation

Interval evaluation of polynomials, Krawczyk operator and
bisection of boxes can be used together to design a simple
certified numerical method to isolate all solutions of § in
a given initial box Xy. Such methods are described for in-
stance in [Neu90, Kea96, MKC09, Sta95] and called interval
branch and bound algorithms or subdivision methods. Mak-
ing abstraction of the numerical precision used in implemen-
tation, they terminate with correct results when all solutions
of S in X are regular. Note that it is possible to extend such
branch and bound methods to unbounded initial domains,
see [Neu90, Sec. 5.6] or [Sta95][Sec. 5.10].

In what follows, we will consider the procedure Iso-
lateSols (.,.) with specifications given in Algorithm 1,
that could be implemented as described above.

2. Enclosing C

In this section we show how to enclose each connected com-
ponent of C using initial boxes and how to combine the dif-
ferent connected components.

2.1. Assumptions

Definition 3 A point p € C is x-critical if the x component of
the tangent of C at p vanishes. x-critical points of C are the
solutions of the system P = Q = R =0, where R = P,Q; —
P.Qy.

Recall that By = (xg,y9) and Cy =
following assumptions on P,Q and C:

By x R. We make the

(A1) The curve C is smooth above the box By.

A
(A2
(A3) P(x*,y,z)

(A4
(As

) C is compact over B.

= Q(xx,y,z) = 0 has finitely many regular so-
lutions when xx = I(Xg) or u(xp).
P(x,y«,z) = Q(x,y%,2) = 0 has finitely many regular so-
lutions when y« = [(yq) or u(yo)-

) P =0 = R =0 has finitely many regular solutions in Cy.

) Over a point of dBy, P = Q = 0 has only one solution.

(
(
(
(
(

Input: A system < P,Q > of polynomials defining a smooth
curve in an initial domain Cy C R?, a box C; satisfying
(7), (if) of Def. 1, a step-size €.

Output: A finite sequence C = (C;)/Z; that is an &-
appr]?ximation of C¥ (see Def. 1) and the looping status
of C*.

2.2. Certified numerical path-tracking

The certified numerical path-tracker proceeds iteratively
from an initial box C; satisfying (i), (if) of Def. 1. Be given
a sequence of boxes (C;)iL; satisfying (i), (i), (iii), (iv),
it constructs a new box C,,; connected to Cy,, ensuring
(i), (i0), (iii), (iv). It stops either when C,,41 contains the
intersection of dCq and C* or when m > 2 and C¥ N (Cpyr1 U
C,) is diffeomorphic to [0, 1]. When the latter stopping crite-
rion is met, C¥ is diffeomorphic to a circle and is enclosed in
the union of the boxes. When the former stopping criterion
is met, one has to track C* from C, in the opposite way until
it crosses dCy, and re-order the boxes.

Among existing approaches, [KX94, MGGJ13] de-
scribe such a numerical path tracker, [MGGJ13] uses a
parametrized Krawczyk operator and paralellotopes to en-
close more efficiently C.

2.3. Connected components of C and initial boxes

Proposition 4 Assuming (A1), the connected components
of C are smooth one dimensional manifolds with or without
boundary. Moreover, assuming (A3 ), (A3), for any connected
component Ck of C, at least one of the following statements
holds:

(a) C* has exactly two intersections with 9Cy,
(b) C* has at least two x-critical points.

Proof. The first part of the proposition is straightforward.
One dimensional manifolds are diffeomorphic either to
10,1, or t0 ]0,1], or to [0, 1], or to a circle. Let C* be a con-
nected component of C. From assumption (A;), it is com-
pact, hence it is diffeomorphic either to [0, 1], or to a circle.
Suppose first C¥ has an intersection with 9C. From (A3),
this intersection is a point, hence ckis diffeomorphic to [0, 1;
and has a second intersection with dCy. Suppose now that C
does not intersect dCy. Hence it is diffeomorphic to a circle
and, since it is compact, it has minimum and maximum x-
coordinates. Assertion (b) follows. O

As a direct consequence of Prop. 4, the following corol-
lary gives a constructive characterization of a set containing
at least one point on each connected component of C.

Corollary 5 Consider the following systems of equations:

S1) P((x0),¥,2) = Q(I(x0),¥,2) =0,
S2) P(u(xp),y,2) = O(u(x9),y,2) =0,
S3) P(x,1(yo),z) = Q(x,1(y0),2) =0,
S4) P(x,u(yo),z) = Q(x,u(yo),z) =0,
SS) (x 2 ) = Q(X »2 ) R(x,y,z) =0.

Assuming (A1), (A2),(A3), (A4), the set of solutions of S} V

© AFIG 2015.
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Algorithm 3 Enclose C

Input: A box By in R?, two polynomials P and Q in
Qlx,y,7], a step-size €.

Output: Boxes (C;)i<;<, enclosing C and the sequence
(sx)1<k<n Of first and last indexes corresponding to con-
nected components of C

I: C’ + IsolateSols () V...VS4,9(Bg xR))
2: C¥ « IsolateSols (S5,BgxR)

3 L=Ccluc*

4: n=0,b; = 1.

5: while £ 0 do

6: n=n+1

7: C « pop(L)

8: (Cj)bnﬁjﬁen < Track (P,Q,By xR, C,¢)
9: for js.t. by < j<en do

10: for C' € Ls.t.C'NC; # 0 do

11: Contract C until C’ NC;j=0or C'c C;
12: if C’ C C; then Remove C’ from £
13: if (C;)p,< j<e, encloses a loop then

14: sn = (bn,bn)

15: else

16: sn = (bn,en)

17: byt =en+1

18: m=ey

19: return (Ci)lgigm and (Sk)lgkgn-

...V S5 is a finite set of points, containing at least one point
on each connected component of C.

As a consequence, it is possible to construct a set contain-
ing at least one point on each connected component of C by
isolating solutions of S} V...V Sy in the domain dCy, and S5
in the domain Cy.

2.4. One dimensional solver

The way we process to enclose C in a sequence (C;)j<i<m
of boxes of R? is detailed in Algo. 3. Let C',...,C" be the
connected components of C. Each ¢k will be enclosed in a
sub-sequence (C;)p, <i<e,» With 1 < by < e <m.

In steps 1, 2 and 3 of Algo. 3, a set £ containing at least
one point on each connected component of C is computed
with the procedure IsolateSols (,). It is assumed in
Algo. 3 that boxes obtained in this step satisfies properties
(i), (it) of Def. 1. Otherwise they are contracted with the
appropriate contractor K, until this is the case. Then con-
nected components are tracked from points of £ using the
procedure Track (.,.,.,.).

To avoid redondancy in (C;)i<;<m, that is several sub-
sequences enclosing the same connected component, all
boxes in L containing a point of C* have to be removed
from £ when a connected component C* is enclosed in
(Ci)py<i<e,- It is achieved in steps 9 to 12. Notice first
that if a point p of C is isolated in C’ and if there exists
by <j<est.C C C;, then p € CF (otherwise p belongs
to an other connected component c! intersecting C;, and
CNC; is not diffeomorphic to an open segment as required
by Def. 1). Now, if there exist by < j < ¢; and C' € L s.t.

© AFIG 2015.

c¢nc i # 0, since C has been obtained with the procedure
IsolateSols(.,.), it can be contracted with the appro-
priate operator until C' N C i=0or c'cc > which allows to
decide if p belongs to cknc ; (we assume here that p does
not belong to dC}, otherwise C¥ has to be re-enclosed with a
smaller step-size).

Finally, the pairs (b, ;) of indices of the first and last box
enclosing the connected components CF are stored in a list of
pairs (sg)p—;. If ¥ is diffeomorphic to a loop, then we store
the pair (b, by).

By construction, the sequence (C;)p,<i<e iS an &-
approximation of ck that doesn’t overlap any other &-
approximation of a component C/ for j # k.

3. Isolating singularities of B

When C is defined by two analytic maps P, Q, [IMP15a] de-
scribes, under genericity conditions on P, Q, the type of sin-
gularities arising in the projection B: they are only nodes
(two branches of C induce a self intersection in ), or cusps
(C has a vertical tangent). [IMP15a] also introduces a system
called ball system which solutions are singularities of 3, and
shows that the ball system admits only regular solutions if
and only if singularities of B are either nodes or ordinary
cusps.

We first restate the assumptions and the main results of
[IMP15a] in the more restrictive case where P, Q are polyno-
mials. Then we show how an enclosure of C and B can help
to restrict the domain where the ball system is solved while
ensuring that all points of ¥ are obtained. Then we present
Algo. 4 that decides, for a given solution of the ball system,
if the corresponding singularity is an ordinary cusp or a node
when B is an apparent contour.

3.1. Assumptions
Consider the following assumptions:

(Ag) Forany (a,B) in By, the system P(a.,3,z) = Q(a,B,z) =0
has at most 2 real roots counted with multiplicities.

(A7) There is finitely many points (o, ) in By such that
P(a,B,z) = O0(0,B,z) = 0 has 2 real roots counted with
multiplicities.

(A3) T(x.y) Testricted to the curve C is a proper map, that is the
inverse image of a compact is compact.

(Ag) The singularities of the curve B in By are either nodes or
ordinary cusps.

Assumption (A;) given in Sec. 2.1 is a consequence of
(Ag). Notice that Thom Transversality Theorem implies that
(A1), (Ag),--.,(Ag) hold for generic polynomial maps P,Q
defining C (see [Dem00, Th. 3.9.7 and §4.7]).

3.2. Ball system

Following a geometric modelisation, [IMP15a] defines a 4
dimensional system which solutions maps to the singulari-
ties of B. In this modelisation, two solutions (x,y,z;) and
(x,,22) of P=Q =0 (or P = P, = 0) are mapped to the
point (x,y,c,r2) with ¢ = (21 +22)/2 and r, = (7 —12)2.
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Figure 3: Singularities of the apparent contour of the torus.

For nodes and cusps singularities, their antecedents as well
as corresponding centers and radius are represented.

Fig. 3 illustrates this mapping for singularities of the appar-
ent contour of a torus.

We recall the main results of [IMP15a] that were stated
for analytic maps P, Q.

Lemma 6 ( [IMP15a]) Let P,Q be two polynomials in
Qlx,y,z], and S be the set of solutions of the so-called ball
system:

%(P(xvy’c+\/6)+P(xy,c—\f))zo
ﬁ(P(x%C'i‘\/E) P(x,y,c—/12)) =0 0
3(Q(x,y,c+ /7)) + 0(x,y,c — \/12)) =0
\ﬁ( (x5, y,c+/r2) —0(x,y,c — /1)) =0

inBy x Rx RT. Then nExAy) (S) =X, where nzx‘y) is the pro-
jection from R* to the (x, y)-plane.

Lemma 7 ([IMP15a]) Under the Assumptions (A;), (Ag) —
(Ag), all the solutions of the ball system in By x R x R* are
regular if and only if (Ag) is satisfied.

3.3. Solving domain

In [IMP15a], the ball system is solved within the box Bg X
R x R™ thanks to a subdivision solver to isolate all the sin-
gularities of B in By.

Here, in a first step presented below, we enclose C in
a sequence of small boxes with a certified path track-
ing algorithm. The output of the latter algorithm is an &-
approximation of C. Given a singular point ¢ of B3, there
exists 1 < i < m such that 6 € B;, where B; = n(w)(C,-).
Hence it is possible to isolate all singularities by solving the
ball system within B; x R x RT, for1 <i<m.

In addition, the enclosure (C;)i<;<p of C allows us to
bound the solving domain in ¢ and r, components.

Proposition 8 Suppose that for 1 < i <m, C; = (x;,yi,2;)
(hence B; = (x;,y;)), note B;; = (x;;,y;;) =B;NB; for 1 <
i < j < m, and consider the sets:

° Di = (XiaYi7Zi7[0 (W(Zi) )2])’

° Dlj = (ijva7 @ +zj>7(@)2)

x

Figure 4: Some boxes and their projections containing sin-
gularities of B. Cusps singularities are in boxes B;, nodes in
boxes B;NB;.

Then all solutions of the ball system lie in (U;<;<, Di) U
(Ui<icj<mDij)-

Proof. Let p = (xp,yp,cp,7p) € Bg x R x RT be a solution
of the ball system and ¢ = 71:2 ) (p) the corresponding sin-
gularity in X. From Assumption (Ag), G is either an ordinary
cusp or a node.

Suppose first it is an ordinary cusp. Then r, = 0, and G is
the projection of a single point p’ = (xp,yp,cp) of C. Hence
there exists 1 < i < m such that p’ € C;. As a consequence
we have ¢, € z; and p € D;. See Fig. 4.

Suppose now ¢ is a node. Then r, > 0, and 6 is the pro-
jection of two points p— = (xp,yp,cp — \/Tp) and p4 =
(xp,yp,cp + /Tp) of C. Hence there exist 1 <i < m and
1 <j<msuchthat p_ € C;and p4 € C;.If i = j, we have
cp€ziandrp € [0, (U Z’)) ], and ﬁnallyp €D;. If i # j (this
case is illustrated in Fig. 4), ¢, lies in “5% that is the center

of the two intervals z; and z;, and 7, hes in ("5 )2, that is
the square or the corresponding ray. [J

3.4. Singularites of an apparent contour

When B is defined as the apparent contour of a smooth al-
gebraic surface, its singularities can be ordinary cusps or
nodes, and it is necessary to distinguish these two types of
singularities.

Let D = (x,y,c,r) be a box isolating a solution p =
(x,y,¢,r) € D of the ball system. If 0 ¢ r then r # 0 and
7t'<x’y> (p) is a node. Otherwise, nzw) (p) can be either a cusp
or a node.

Recall now that 6 € X is an ordinary cusp of B only
if it is the projection of a point of Cpnp, that has a ver-
tical tangent. Formally speaking, if 6 = (o, ) is a cusp,
there exists a unique ¥ € R such that 6 = 7, ;) (o, B,7) and
P(a,B,y) = P (o, B,Y) = P(a, B,Y) = 0. Hence, making the
assumption that the system P = P; = P;; = 0 has only regu-
lar solutions and noting K(pp p  the Krawczik operator for
the latter system, there exists a box Cg containing (o, B,7y)
such that K(PP;PH) (CG) C lnt(Cc)
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Algorithm 4 Singularity types for an apparent contour
Input: P in Q[x,y,z], a box D = (x,y,c,r) s.t K,(D) C
int(D).
QOutput: The type of the singularity contained in
T, (D) = (x.y).
1: while 0 €r do
2: if Kpp p)((x,y,¢)) Cint((x,y,c)) then return
cusp
3: D =K, (D)
4: return node

As a consequence, there exists a box Di =
(Xx,¥%,€x,Tx) C D, containing p such that either 0 ¢ rx
and nzx’y)(p) is a node, or Kppp p )((X«,¥x,¢x)) C
int((X«,yx,¢x)) and thx‘y) (p) is an ordinary cusp.

Algo. 4 formalizes this decision procedure for a box D
containing a unique solution of the ball system. It terminates
since we have Kj,(D) C int(D) only if the sequence D; =D,
D; = K, (D;_1) converges quadratically, where K} denotes
the Krawczik operator for the ball system.

4. Global topology of 15 as a non-embedded graph

This section proposes an encoding of the topology of the
projected curve B as a graph Gg. We consider on a graph the
natural topology, as defined in [GT87, §1.3.2, p. 18], where
each vertex is represented by a distinct point and each edge
by a distinct arc homeomorphic to the closed interval [0, 1].
Our aim is thus to define G such that it is homeomorphic to
B. In addition, we also want to identify each cusp as a vertex
of the graph, which is done by adding labels.

The graph Gp associated to a projection or an apparent
contour B is constructed as follows. First, the curve C is en-
closed in a sequence of boxes (C;)|<j<, with Algo. 3, and
a graph G¢ encoding the connections of boxes enclosing C
is constructed. Using the properties of the output of Algo. 3,
the graph G¢ is thus homeomorphic to the curve C. Second,
boxes or pairs of boxes in (C;)<;<,, are identified as defin-
ing cusps and nodes in the projeaian to BB. Finally, the graph
Gp is constructed from G¢ by merging vertices for nodes
and adding labels for cusps.

4.1. Computing connected components of C

In a first step, the curve C is enclosed in a sequence of boxes
thanks to Algo. 3. The output of the latter is the sequence of
boxes (C;)<i<m and for each connected component C* of
C, the bounding indices (b, ex) of boxes of (C;)i<i<m en-
closing C*. Recall that for a connected component C* that is
diffeomorphic to a circle, e, = by, and the last box enclos-
ing ckis given by the index by — 1, with b, | defined by
bpy1=m.

The graph G¢ = (Ve,Ec) together with the function
ec : Ec — Vg x V¢ encoding the connection of boxes of
(Ci)i<i<m is constructed as follows. V¢ contains a vertex

v; for each box C;. For each connected component C*, each
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consecutive pair of boxes define an edge of E-. More pre-
cisely, for a component C* that is diffeomorphic to a seg-
ment, for each i such that by < i < ¢; an edge which im-
age by the map ec is (v;,viy1) is defined. For a compo-
nent C* that is diffeomorphic to a circle, for each i such that
by < i < bgy; —1 an edge which image by the map e¢ is
(vi,vir1) is defined, in addition, the edge which image is
(Vby» Vb, —1) is also defined. According to the properties of
the output of Algo. 3 (see Sec. 2), the graph G is thus home-
omorphic to the curve C. Note that G does not need to be
labeled, since each point of C is regular.

4.2. Computing the graph Gz

Let 1 <i < j < m, and boxes D; and D;; be defined as in
Prop. 8 from the enclosure of C by the sequence (C;)1<i<-
We define the following conditions on these 3 or 4 dimen-
sional boxes.

(c1) Each solution of the ball system that maps to a cusp by

projection is in a unique D;.

(c2) Each solution of the ball system that maps to a node by

projection is in a unique D;; and such a solution is not in
any D;.

(c1) The ball system has no more than one solution in D; and

D,'j.

(c3) Suppose the ball systems has a solution that projects to

a node in D;;. Then if I # i, j, the ball systems does not
admit a solution in Dy;, Dy, Dy or D ;.

(c4) Suppose the ball systems has a solution in D;;. Then

C;,C; are not the first or last boxes of the enclosure of
some connected component diffeomorphic to a segment.

Subsec. 4.3 describes how to achieve these conditions by
refining the tracking of the curve. In the following, we as-
sume these conditions are satisfied and focus on the con-
struction of the graph G from the graph G¢ and this data.

Let I" = {(i1,j1),---, (is, js)} be the set of pairs of in-
dexes of boxes Dj, j, containing the solutions of the ball
system projecting to nodes. The non-labeled graph G =
(Vg,Ep) is such that Vg = V¢ \ {Vj] e ,Vjﬁ} and Eg = E¢.
The map e : Eg — Vi X Vp is defined for an edge e as fol-
lows: if there exists (i, jx) € I" such that ec(e) = (vj,,v;)
then eg(e) = (v;,,vy), else eg(e) = ec(e).

In addition, we define labels on the vertices as a function
Yeype : VB — L with L = {regular, cusp,node}. For a box D;
containing a solution of the ball system projecting to a cusp,
Yrype(vi) = cusp; for any (ix, jx) € I", Yrype(vi,) = node; for
all other vertices v, Yrype(v) = regular.

Proposition 9 The graph labeled graph Gz = (Vg,Eg,L)
with applications e and Yiype is homeomorphic to the curve
B in the sense of Def. 2.

Proof From the previous section, the graph G¢ is homeo-
morphic to the curve C. The changes of topology between
the curve C and its projection B only occur at nodes. At a
node, two points of C project to a single point of B which
is then connected to 4 branches of curve. Using the graphs,
this change of topology is performed by merging two ver-
tices of G in a single vertex of Gg. Condition (c;) implies
that all nodes are uniquely identified as a pair of vertices of
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Ge. Condition (c3) implies that any vertex of G¢ appears in
at most one such pair, and condition (c4) ensures that such
a vertex is not a vertex of degree 1. Thus each merging in-
volves of a pair of vertices of degree 2 creating a vertex of
degree 4 in G as expected. Finally, it is clear that the labels
satisfy the condition of Def. 2. [J

4.3. Checking conditions (c;) of Sec. 4.2

The aim of this section is to prove the following proposition.

Proposition 10 Under assumption (A1) to (Ag) there exists
a step-size € such that the enclosure obtained as the output
of Algo. 3 satisfies the conditions (cy), ..., (cq) of Sec. 4.2.

We state the following Lemma in order to prove Prop. 10.

Lemma 11 Let p; and p; be distinct points on C. Then there
exists a step-size € such that the enclosure (C;)i<;<, ob-
tained as the output of Algo. 3 satisfies that a box containing
p1 does not contain p;.

Proof of Lem. 11. The distance between two points in a box
of width w is at most y/3w, thus it is enough to require € <
d/\/g where d is the distance between p; and p;. UJ

Proof of Prop. 10. The proof is based on a recursive algo-
rithm that has as input an enclosure of C by the boxes C; out-
put by Algo. 3. It defines a sequence of checks on the boxes
C;, D; or D;; to be performed such that if any of these checks
fails then the current step-size is divided by 2, Algo. 3 is per-
formed with this new step-size and the sequence of checks
is performed on this new enclosure.

We first check that each box D; or D;; has at most one so-
lution of the ball system. This can be checked using the pro-
cedure IsolateSols (.,.). Algo. 4 is then able to deter-
mine the type node or cusp of the associate projection of the
solution. We discard the boxes D;; containing a cusp since
this solution is also reported in the boxes D; or D;. We also
check that a box D; does not contain a node, this will eventu-
ally be possible since the two points of the curve C projecting
to the node can be separated in different boxes C;.

Still some solution can be reported several times in dif-
ferent boxes. For cusps, we check that for two boxes D; and
D; each containing a cusp, their intersection does not con-
tain a solution of the ball system (using the procedure Iso—
lateSols(.,.)). Similarly, for nodes, we check that for
two boxes D;; and Dy (i, j,k,I distinct) each containing a
node, their intersection does not contain a solution of the
ball system. A this step, we then have the conditions (c)
and (c;) satisfied. We then check (c3), it will eventually be
satisfied since the nodes reported by D;; and D;; being dis-
tinct, they are correspond to 4 distinct points on the curve
C that will be separated for a small enough step-size. We fi-
nally check (c4) which will eventually be satisfied since by
assumption (As) a node cannot be on the boundary. OJ

As suggested by Prop. 10, conditions (ci),...,(c4) can
be checked on an enclosure (C;); <<, obtained with a step-
size € once the ball system has been solved in ({J; <j<,, Di)U
(Ui<i<j<mDij)- While (c1),...,(cs) are not satisfied, one

has to take, say, e = %, and to compute a new enclosure

with step-size €', to solve once again the ball system.

In a more practical approach conditions (c1),...,(cs) can
be checked during the computation of an enclosure. Each
time a box C; is obtained, D; and Dy; for 1 < h < i are
computed to solve the ball system in D; U;;ll D;,;. While
(c1),...,(cq) are not satisfied, either C; can be refined by
enclosing C in the box C; with a step-size % (with procedure
Track(.,.,.,.)) or the appropriated box C;, with & < i can
be refined.

5. Implementation and results

We did implement the major part of the approach presented
here, more precisely the Algo. 3, consisting in enclosing a
curve C, and the isolation of the singularities of its projection
B with the ball system, as described in Prop 8.

Subsection 5.1 presents implementation of impor-
tant procedures that are IsolateSols(.,.), and
Track(.,.,.,.). Subsection 5.2 presents results obtained
with the approach proposed here about isolating the singu-
larities of an apparent contour, and compare it with other
approaches.

5.1. Implementation

The procedure IsolateSols(.,.) is implemented by a
subdivision solver, written in c++, handling arbitrary arith-
metic precision. It uses the boost interval library when
working in double precision, and the mpfi interval library
if arbitrary precision in needed. Polynomials are evaluated at
order 2 with Horner scheme to make the interval evaluations
quick and sharp. The Krawczyk operator at order 2 is used to
certify existence and uniqueness or absence of a solution in
a box. We did interface the subdivision solver with the math-
ematical software sage via cython. The implementation
is described with more details in [IMP15b].

The procedure Track (., .,.,.) is a prototype implemen-
tation in python of the approach described in [MGGJ13].
It is doomed to be translated in c++.

5.2. Results

We present here results about isolating singularities of an
apparent contour or a surface P with the approach proposed
in this paper, and we compare it with two other approaches.

Experimental data are random dense polynomial P gener-
ated with degree d and integer coefficients chosen uniformly
in [—28,28]. Singularities of apparent contours are isolated
in By = [—1,1] x [—1,1]. The given running times are aver-
ages over five instances for a given degree d and have to be
understood as sequential times in seconds.

Testing environment is an Intel(R) Xeon(R) CPU L5640
@ 2.27GHz machine with Linux.
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Table 1: Running times of four approaches to isolate sin-
gularities of apparent contour. Input polynomials have de-
gree d and By = [—1,1] x [—1,1]. The running times are
in seconds. (1): RSCube and system R = Ry = Ry =0
where R is a resultant; (2): IsolateSols (.,.) and sub-
resultant system; (3): IsolateSols(.,.) and ball sys-
tem; (4): method presented here.

(D) 2) 3 “4)
domain | R> | By | By | By

3.1 0.05 | 248 | 1.25
32 0.50 | 8.40 | 2.36
254 | 444 | 438 | 4.13
1898 | 37.9 | 70.2 | 5.91
9346 | 23.1 | 45.6 | 5.30

O 00 N O\ | X

Considered approaches. Singularities of a plane curve B
defined by a polynomial R € Qlx,y] are classically charac-
terized as the solutions of the system of equations R = Ry =
Ry = 0. This system is not squared and does not suit to nu-
merical solving. Efficient bivariate solver such as RSCube
(a Maple package that uses triangular decompositions and
Rational Univariate Representations, see [BLPR11,Boul4])
are able to handle such systems. Here B3 is defined as a pro-
jection, and the polynomial R can be defined as the resultant
of P, P,. However the resultant is a large polynomial in terms
of degree, bit-size, and number of coefficients. Here singu-
larities of B are isolated in R%. Column (1) of table 1 reports
results obtained with this approach.

Thanks to coefficients of the sub-resultant chain,
[IMP15b] characterizes singularities of a projection or an
apparent contour 13 as the regular solutions of a system in
two equations involving two unknowns. This system can be
solved with the procedure IsolateSols(.,.), and col-
umn (2) of table 1 gives times needed to solve this system.

The ball system, introduced in [IMP15a], can be solved
with the procedure IsolateSols (.,.) within By x R X
R™". Column (3) of table 1 reports time of isolation.

Finally, the column (4) shows times of the whole process
(enclosing C and isolating the singularities) presented in this
paper to isolate singularities of an apparent contour.

Table 1 shows results obtained when using each method de-
scribed above to isolate singularities of the apparent contour.

e The first approach suffer from the size of resultant polyno-
mials. For instance, when p is a dense polynomial of de-
gree 6, the resultant of P, P; has degree 30 and 495 mono-
mials which coefficients have a bit-size 111.

e When using a subdivision solver such as the one imple-
mented by IsolateSols (.,.), running times are sub-
ject to an important variance, this explains that several re-
sults may appear surprising (see columns (3), d = 5,6).

e Even if the polynomials involved in the sub-resultant sys-
tem are large, the resolution of the latter system is more
efficient than the resolution of the ball system within
By xRxR™.

e Enclosing C with a certified numerical path tracker re-
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stricts the domain where the ball system is solved and thus
speeds up the isolation time.

6. Conclusion

This paper presents a method to compute both geometrical
and topological information about a plane curve 3 defined as
the projection of a space curve C or as the apparent contour
of a surface.

The geometry of the plane curve in a bounded domain of
the plane is computed thanks to a certified numerical path
tracker applied to the space curve. Singularities induced by
the projection are characterized as nodes or ordinary cusps,
and are isolated with a certified numerical solving method.
Then the topology of the plane curve is represented by a non-
embedded graph. Combinatorial information carried by such
graphs are sufficient to decide if two plane curves are home-
omorphic by comparing their associated graphs.

We experimented our approach and got promising results:
local topological informations such as singularities are iso-
lated more efficiently than with recent methods.

We will now focus on employing tools presented here to
compute a stronger representation, with an embedded graph,
of a projected curve and/or an apparent contour. Such em-
bedded graphs describe the ambient homeomorphism class
of a curve: with simple words, they carry informations about
the faces of the subdivision of the considered domain in-
duced by the plane curve.
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